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Abstract— Humans interact with robotic systems on a daily
basis. User-friendly and efficient interfaces connecting us with
these systems are critical for efficient collaboration and a good
user experience. In the latest machine learning developments,
many robotic platforms have used deep learning models to
understand the environment and surroundings better. However,
what a robot senses and how it takes decisions are usually hid-
den from the user. It is believed that soon we will be able to work
side-by-side with these machines in a connected, collaborative
space. Thus, it is essential to understand the robot and easily
reason with it about the state of the environment or how it wants
to execute a particular task. This work presents a virtual reality
(VR) framework for human-robot collaboration, focused on
improving communication and understanding between humans
and robots.

I. INTRODUCTION

Understanding the environment is one of the crucial tasks
most robots must perform. The goal is not to hard-code
each possible action, but to allow the robot to reason about
the surroundings and learn how to move and act within
a changing environment. Even though the goal may vary
from delivering a package [1] to cleaning an apartment [2],
comprehensive knowledge of the environment is required to
complete the task. Another important factor is mutual trust
and understanding between the user and the robot, so both
can reason and collaborate safely and efficiently. Therefore,
it is critical to see how the robot perceives the environment.

An interaction between a user and a robot may take
various forms. An example of a commonly used one is
verbal communication [3]. A user may ask a robot to move
an object (e.g., a tennis ball) in a specific space (e.g., a
room). To accomplish this (i.e., move the ball from point
A to B), the robot has to understand the sentence (e.g.,
using natural language processing), execute the action and
update its understanding of the environment. However, many
errors may arise from an inaccurate sentence, e.g., remove
the ball from the table; the robot may not understand which
ball should be moved or where it should be placed. Such
confusion may cause the whole system to fail [3].

To overcome these challenges, we propose an intuitive
VR interface where a user can easily communicate with the
robot. We create a 3D virtual representation of the real world,
which the user sees and interacts with in VR. An interactive
virtual interface shows what the robot understood about the
environment in real-time so that the user can correct the
robot’s reasoning and actions if necessary (described in detail
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in Section V). This approach creates a clear understanding
of the task and helps to eliminate possible errors. Now, the
user can grab an object in the virtual environment and place
it somewhere else as a way to instruct the robot about what
to do in the real world. Because the virtual environment
was created based on the output of the robot’s perception
module, the user understands what the robot knows about
its workspace and can seamlessly communicate to the robot
what actions it has to perform.

Additionally, the trajectory and movement of a robot may
not always fit the users’ preferences. For example, a robot is
usually biased to choose the shortest path; however, humans’
preferences of the robot’s actions may differ. They can feel
afraid and uncomfortable being side-by-side with the robot,
not knowing what it will do if they are not used to being
around a robot. Consequently, they may prefer to see what
the robot intends to do beforehand so that they can approve or
disapprove its actions and potentially modify them. If users
could do that, they would most likely be less hesitant to work
and share a common space with it.

Building trust and creating seamless human-robot inter-
action was the primary motivation for our work. Seeing
precisely what a robot understands and what actions it will
take brings us to another level of trust, which often cannot
be achieved even in human-human interaction.

Our main contribution is a virtual reality framework for
human-robot collaboration. Our tool serves the purpose of
building users’ trust through understanding how the robot
perceives its surroundings and reasoning with it about its
actions. Its main features are the ability to visualize what
the robot understands about the environment, interact with it
and alter its actions through an immersive VR user interface
(UI).

We tested the framework within a virtual environment
using a simulation engine and VR headset. We emphasize
that an immersive VR UI elevates the interaction and com-
munication between the user and the robot. VR makes it easy
and intuitive to understand and perform spatial tasks such as
3D trajectory modification. Our work promotes the use of
VR for human-robot collaboration and shows yet another
application of VR in robotics-oriented projects.

II. RELATED WORK

In this Section, we will review some of the recent projects
focused on improving human-robot collaboration using vir-
tual/augmented reality (VR/AR) devices. Reviewed articles
also show how important it is for users to be able to reason,



understand, and discuss with the robot about its actions and
intentions.

In recent years, researchers realized that VR elevates
the interaction and communication between the user and
the robot, making it an immersive experience. Szafir and
Szafir [4] focused on data visualization between humans
and robots, showing that data visualization is a fundamen-
tal aspect of good collaboration and mutual understanding
between humans and robots. Other approaches focused on
creating VR/AR frameworks for Human-Robot Collaboration
(HRC). Mara et al. created Cobot [5] – an educational HRC
platform where participants can play interactive mini-games
with robots and work together on different tasks. Kennel-
Maushart et al. [6] developed a tool that enables the user
to manipulate robotic arms in the real world by applying
force to them in the virtual reality setup. It is vital that
when humans and robots work in the same space, robots
can correctly estimate humans’ locations and poses. VR
headsets and controllers can greatly facilitate that task. The
robot can easily track human movements using the sensors
in the controllers and the headset. At the same time, the
environment can be augmented and presented to the user in
a different form via the headset, making the interaction more
immersive and interesting [7].

These projects promote the use of VR for human-robot
interaction and educate humans about robots; however, they
do not focus on executing practical tasks or improving
how humans interact with robots. On the other hand, our
framework focuses on improving the interactions and under-
standing a robot’s intentions for practical tasks.

Other researchers applied VR to projects in the industrial
setting, creating and training specific scenarios in the virtual
environment before performing them in the real world. An
example could be the assembly process [8], collaborative
tasks performed together with the robot [9], or visualizing
safe space for physical assembly workers and robots [10].

These methods focus primarily on personnel training for
manufacturing industry. Additionally, they are made in a
fixed environment, whereas our framework can operate in
changing environments and be used for various tasks.

Moreover, many scientists used VR to create and conduct
digital twin experiments. A digital twin is a virtual represen-
tation of a robot. Modern physics engines can imitate reality
in great detail, allowing a digital twin to be an accurate
test-bed for real-world applications [11]. Many scientists,
such as Kuts et al. [12] used VR in the development of
a framework aimed to bridge the gap between real-world
and simulation-based industrial robots. Others also showed
various applications and benefits of using VR interfaces for
digital twin projects, such as improved factory safety or
workers’ training [13].

Described projects focus on visualization and representa-
tion of a robot’s action; however, they do not provide an
easy-to-use interface for reasoning and correcting the robots
which operate in a fixed environment. On the other hand,
our work is focused on immersive and easy-to-use interface
in which we can modify robot’s actions, Additionally, our

perception module allows a robot to function in a changing
environment.

Finally, VR/AR has started to be commonly used in
robot control and teleoperation tasks [14]–[16]. Articles by
Ostatin [17] and Togias [18] showed that VR is perfect
for planning the trajectory of the robotic arm, allowing the
users to easily plan how the robot should move. Chandan
et al. [19] developed a teleoperation framework that can be
used to visualize the states, intentions, and future trajectories
of robots. Xu et al. [20] efficiently visualize the state of the
robot’s end effector in VR, allowing the user to give orders
by changing the end-effector position and orientation in the
VR UI.

These projects focus on planning robots’ trajectories, vi-
sualizing robots’ intentions, and steering the robot; however,
they do not focus on the explainability aspect of what robots
understand about the environment. Their visualization and
manipulation are limited to either only choosing the final
position of the robot’s end-effector or adding no-go zones.
Additionally, none of these projects allow the user to test
their solution before deploying them to the real world. On
the other hand, our framework allows the user to see how
the robot perceives the environment, modify every step of its
action, and verify proposed actions and trajectories before
deploying them to the real world.

III. PROBLEM FORMULATION

The projects described in Section II are a significant
contribution to the research community. However, we still
see missing parts that are addressed in our method. A
framework for human-robot collaboration should emphasize
the importance of understanding a robot’s intentions and
its perception of the working space, something we did not
explicitly see in other solutions.

A framework interface should help reduce potential er-
rors and misunderstandings, as well as increase the level
of trust between users and robots, which is essential for
long-lasting collaboration. Users should be able to interact
with robots without explicit programming knowledge. An
interface should be immersive, simple, and intuitive to use.
It should allow users to quickly test different scenarios, visu-
alize and modify the robot’s intentions (e.g., the trajectory),
and effortlessly deploy the final solutions to the real world.

To sum up, a fully functional solution should enable users
to:

• help the robot to avoid collision with different obstacles
by modifying its path.

• incorporate the preferences about the movement of the
robot.

• see what robot does and what it does not understand
about the environment.

• assist it with difficult and demanding tasks where it is
more likely to fail.

• give tasks to the robot.



IV. PROPOSED FRAMEWORK ARCHITECTURE

In this Section, we describe the system architecture (shown
in Fig. 1). Our approach takes an important step toward a
final solution for the HRC framework, providing the user
with a transparent representation of how the robot perceives
its surroundings and the ability to visualize and modify its
intentions. The user can test different scenarios and solutions
in the virtual environment before deploying them to the real
world. Our framework enables the user to interact with the
robot throughout the immersive user interface, giving the
robot clear commands, e.g., asking it to pick and move
the objects by rearranging them in the VR. Finally, we
provide the functionality for visualizing and correcting the
robot’s trajectory by simply grabbing and moving trajectory
waypoints (intermediate points on the robot’s path).

A. VR environment

We use the Unity game engine1 to create a VR envi-
ronment and test it using the Oculus Quest 2 headsets2.
However, the framework can be built and run on another
headset by changing the target device in Unity settings. In
the rest of the text, we refer to the VR part of our framework
as Virtual Reality User Interface (VR UI).

B. Environment mapping and understanding

In order to understand the environment, we used an
RGB camera to collect data. The images are fed into a
deep learning model (such as Detectron2 [21]) for scene
segmentation and object detection to obtain segmentation
masks and bounding boxes of the detected objects. This
information will be later used to create and update the state
of the environment.
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transfer

node

VR
environment
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Robot
controller

Fig. 1: Proposed system architecture. The elements within the
orange box correspond to nodes and parts connected with the robot’s
motion and perception, whereas the ones in the green box are
explicitly corresponding to its hardware. Nodes inside the blue box
are connected to the user and VR setting. The robot’s sensors collect
data from the environment.

1https://unity.com/
2https://store.facebook.com/se/quest/

C. Data transfer

The first naive solution would be to transfer the data
collected by the robot directly to the VR UI and show
it to the user. However, such an approach creates various
bottlenecks. It is computationally expensive to receive and
render a high-quality environment in real-time. Moreover, if
we use RGBD sensors or LiDAR instead of a camera, we
would obtain point cloud data which is often incomplete.
Thus, even though a robot understands from an image or a
point cloud that an object on the table is a cup, it collects
only the points from one side of the cup. Therefore, the
model shown to the user in the VR would be incomplete
and have multiple imperfections, such as numerous missing
points. One can argue that we can solve it with shape
completion or overlapping masks of the 3D models onto
classified objects with those missing points. However, the
lower quality of the interface could potentially worsen the
overall user experience, making them more hesitant to use
the tool. Additionally, such a solution would require much
higher data transfer capacity or computational resources.

In order to facilitate the exchange of information, improve
the user experience, and minimize the necessary bandwidth,
we only transfer output of a detection network between the
robot and the virtual environment. When the robot detects
and classifies an object, it sends its class, location, and
estimated size to the VR UI application. In the virtual envi-
ronment, we have multiple prefabs (3D models of the objects
we built into the project) corresponding to the detected
classes, and we can quickly create a 3D representation of the
room from the received message. Similarly, by reorganizing
or pointing at the objects in the VR environment, we can send
the request to the robot to change the position of that object
in the real world. Seeing these objects and interacting with
them in the VR UI help us to grasp a better understanding
of how the robot perceives its environment.

V. EXPERIMENTS

The current experimental setup is shown in Fig. 2. We
based our experiments on Niryo One robotic arm3; however,
any robotic arm can be loaded into our framework using
URDF and mesh files4. The environment is set up as follows.
A robotic arm is located on the table with various objects
placed on top. The camera is located above the table, and its
output is sent to the ROS 4 node that runs the instance detec-
tion and classification algorithm. The information obtained
by the DL model is then sent to the user interface on the VR
headset and the objects are created in the exact location as
they were detected and classified.

Our work focuses on the VR UI part of the system,
therefore, to facilitate the experiments, we created a Unity
simulation corresponding to the real-world environment. This
approach enables us to easily generate the data necessary to
train the deep learning model and run the experiments in
a highly controlled environment. For the machine learning

3All the prefabs are available in the Unity Robotics Hub
4http://wiki.ros.org/Documentation
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part, responsible for object detection and scene segmentation,
we chose Detectron2 with Faster R-CNN [22] pre-trained on
COCO dataset [23]. We retrained it on the data generated in
Unity using open-source prefabs (3D models such as water
bottles or flashlights)3. The proposed framework and datasets
are open-source and can be freely downloaded and tested5.

Unity program
representing
real-world

User Interface in
VR applicationROS

Real-world robot User approves robot’s action?
YES

NO

Fig. 2: Representation of experimental setup.

A. Environment understanding

In the first step, the virtual environment is created and
the objects, detected and classified using the camera output
from the real world, are generated in the VR UI. The user un-
derstands how the robot perceives its workspace because the
interface reflects the output of the robot’s perception module.
If the robot’s operator can only see the camera output (as
in Fig. 3b) without feedback from the robot’s perception
module, the whole interaction may fail. A straightforward
example could be a user asking a robot to pick up a tennis
ball from the table. The robot may not have detected the
object (e.g., a tennis ball) that the operator asks it to pick
up (e.g., because the network was not trained on tennis
balls Fig. 3a). Consequently, the robot will not understand
that there is an object to pick up. That may lead to confusion
and frustration from the users’ side since they will not
understand why the robot fails. Our method allows the user
to see how the robot perceives the world and quickly identify
such issues. The user can only interact with the objects that
were correctly detected by the robot, as shown in Fig. 3c.

B. Action verification and safety

In the VR UI, objects can be selected by pointing at them
with the controller as a laser pointer. Instead of testing the
solution beforehand, one could quickly send such a command
to a real-world robot. However, there may be potential flaws
in the robot’s trajectory. A simple scenario is an obstacle on
the robot’s course as a bottle in Fig. 4a. If we were to deploy
the robot’s action to the real world, we could potentially

5Our framework, training data and DL model are publicly avail-
able for download and testing https://github.com/maxiuw/
pickandplace

damage the robot. Instead, our framework enables users to
verify and approve the robot’s trajectory before deploying
it into the real world. The proposed trajectory is generated
and shown in VR. Additionally, a waypoint is generated for
every timestep t (value defined by the user). The user can
modify the frequency and appearance of the waypoints. We
use the robot’s end-effector Fig. 4b or a sphere Fig. 4c to
show the waypoints, but any other 3D model can be assigned
to do so. Now, the user can move around and quickly see
the 3D trajectory from a different perspective, which would
be more complex to do using a 2D screen.

C. Trajectory modification

When we send a request to the robot, it executes the task
in the VR or reports that it is not able to make a move (e.g.,
the target is beyond its reach). As shown in Fig. 5a, the users
can see that the initial trajectory would cause a collision with
another object. In that case, the proposed trajectory can be
disapproved and modified. In the VR UI, the user can move
the waypoints so that the robot would take a different path
and avoid collision with the obstacle, as shown in Fig. 5b.
The user verifies a new trajectory and the robot can execute
the task following a new path (Fig. 5c). Users can examine
whether now the robot executed the moves as expected and,
if necessary, repeat the correction process multiple times. As
we can observe in Fig. 5d, the robot does not exactly follow
the new trajectory. To provide fluid motion, we minimize
the number of waypoints the robot has to pass. We only
include the starting and final points and the waypoints which
positions were changed. That allows us to achieve a smoother
transition between poses while still avoiding the obstacles6

Finally, when the trajectory is approved, it can be deployed
and executed by the robot in the real world.

These tests allow us to eliminate potential malfunctions or
hazardous situations. Additionally, we can visualize what the
robot understands about the environment and its intentions
in real-time. An option to review the robot’s actions is
essential, especially with the growing demand for home
robotics. Robots are not anymore expected to work alone
but to share space and collaborate with humans. Our tool
will help humans feel safe and comfortable while working
side-by-side with the robot.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a VR-based HRC framework
and showed its capabilities in a number of tasks. In Section I,
Section II, and Section III, we stated the problem of clear
understanding between the user and the robot and presented
existing solutions similar to ours, however, most of them
lacked explainability of robot’s intentions and environment
understanding as well as the ability to modify actions pro-
posed by the robot. Inspired by that, we created a HRC
framework described in Section IV. In Section V, we showed
how we created a representation of the real world in VR
UI. Next, we presented how users can easily visualize and

6A short https://youtu.be/hs3DXQhG8Ys. video showing an
entire interaction with a robot.
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(a) Output of perception module (b) Camera view (c) View of the user in VR

Fig. 3: Potential issues caused by robot’s perception flaws.

(a) Failure due to collision. (b) Trajectory view with end-effectors as a
waypoints.

(c) Trajectory view with spheres as a way-
points.

Fig. 4: Collision caused by the the obstacle on the robot trajectory. We can see that if we deploy task into the real world, without verifying
it before hand, the robot may fail to complete the task (Figure a).

(a) Proposed trajectory with collision. (b) Trajectory rearranged so that the
robot avoids the obstacle.

(c) Visualization of the new trajectory
without waypoints.

(d) New trajectory executed by the
robot avoiding the bottle.

Fig. 5: Example of rearranging robots trajectory.

modify the robot’s actions (e.g., to avoid obstacles) and
deploy it back to the real world. Our immersive VR UI
confirmed that VR is an excellent tool for interacting and
collaborating with the robot. We emphasized the importance
of understanding the robot’s actions and abilities. While we
run the experiments on a pick–and–place example, interact-
ing with the robot can teach the user which tasks the robot
has problems with. These aspects are fundamental, especially
nowadays, when mobile robots are slowly moving to our
offices [24] or homes [25].

There are still remaining challenges that we would like to
tackle. First, it would be interesting to test our solution in
AR setup instead of VR. This approach would allow users to
see what is around them in the real world while interacting
with the robot without the need to move to a fully immersive

environment. Since the project was developed in Unity, it is
simple to change the target device for the software; therefore,
building it on an AR headset should not be an issue.

Additionally, we would like to conduct a user study on a
larger group of people to get feedback on the methods we
developed and adjust our approach for the interaction to be
intuitive and user-friendly. Such a study will aim to show
that knowing what actions the robot will take and how it
perceives the environment helps the user to gain trust in the
robot’s abilities.

To sum up, this project presents the framework’s ability
for HRC and highlights the importance of common human-
robot understanding.
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