DOA Estimation based on Learnable TDOA Feature

Inkyu An'! and Sung-eui Yoon?

Abstract— We propose the novel learnable time difference of
arrival model to estimate direction-of-arrivals (DOAs). Different
from existing TDOA features, our learnable TDOA model
can consider semantic information of sound and distinguish
various sound events. Our TDOA model is based on the self-
attention mechanism. The self-attention mechanism is effective
in learning semantic information of sound by analyzing the
spatial relation of input audio.

Our TDOA model are designed to learn TDOA information
of sound events effectively. We compared our approach to the
prior work, i.e., the speech-oriented sound source localization
task [1]. We observed a significant improvement, i.e., a 32.7 %
error reduction in the mean absolute error and a 2.1 %
improvement in accuracy, compared to the prior work.

I. INTRODUCTION

Sound source localization (SSL) is a fundamental problem
for robot auditions. There have been many efforts based
on signal-processing-based techniques to deal with the SSL
problems. Although meaningful progress exists thanks to
signal-processing-based approaches, many issues remain in
SSL.

Deep learning (DL)-based methods have recently been
presented, and they give us significant improvements. He
et al. [1] proposed the deep neural networks for multiple
speaker localization. By adding noises, e.g., fan noises of
the robot, to the training dataset, their method can be robust
against the noises. Adavanne et al. [2] proposed the source
localization method for multiple sound events, e.g., alarm,
speech, and footstep. Their method can detect and localize
multiple sound events simultaneously. These DL-based SSL
methods were trained by multiple-channel audio datasets [1],
[3].

It is popular for prior DL-based methods to utilize audio
features based on signal processing techniques. To localize
sound source positions, the time difference of arrival (TDOA)
features, e.g., generalized cross correlation-phase transform
(GCC-PHAT) [4], are widely used. The combination of
TDOA features given a microphone array corresponds to the
specific direction-of-arrival (DOA); thus, prior DL methods
estimates DOAs by considering the combination of TDOA
features. However, existing TDOA features can only encode
the time difference between two coherent signals, but cannot
consider semantic information of sound events.
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Fig. 1. The overview of our approach. 2-ch audios of microphone

pairs in the dataset become an input of our approach. Out TDOA model
learn to estimate TDOAs considering semantic information of sound. Our
TDOA model computes multiple learnable TDOA features. Our DOA
estimation model is designed to estimate DOAs from multiple learnable
TDOA features. Our DOA estimation model learns the relation between the
combination of multiple learnable TDOA features and the corresponding
DOA. The white and purple boxes indicate the linear layer and the Sigmoid
function, respectively.

We propose the novel learnable TDOA feature. Our TDOA
feature, computed by our TDOA model, can learn semantic
information of sound as well as time differences between
two coherent audio signals. Our model can be trained by the
training dataset and show better performance compared to
the prior work [1]. Our model can distinguish various sound
events by considering semantic information.

II. THE DOA ESTIMATION USING LEARNABLE TDOA
FEATURE

The overview of our approach is shown in Fig. 1. We first
extract every 2-ch audio of all microphone pairs from the
training dataset. Extracted 2-ch audios enters to our TDOA
model; our TDOA model can estimate TDOAs of two co-
herent sound signals considering semantic information. After
our TDOA model computes the learnable TDOA features, we
can estimate DOAs from the learnable TDOA features.

Learnable TDOA feature. Our TDOA model is effec-
tive to estimate TDOAs by consider semantic information.
Our TDOA model is designed based on the self-attention
mechanism [5]. The self-attention mechanism is a powerful
approach to analyze spatial relations of input [6], [7]. For
example, given an image containing a person, the self-
attention mechanism can learn the spatial relation between
each part of the person, e.g., head, body, and legs.



TABLE I
THE ACCURACY OF DOA ESTIMATIONS OF OURS AND THE PRIOR WORK.

MAE () ACC (1)
MLP-GCC [1] | 4.61 degree | 91.91 %
Ours 3.1 degree 93.9 %

The self-attention mechanism is also useful to learn
semantic information of sound. The audio input contains
consecutive sound signals capturing various sound events,
e.g., speech and footstep. Each sound event has different
spatial relations; for example, speech is a sequence of voices
of a person, but footstep is a sequence of the sound of a
person’s foot tapping the floor. Our approach utilize the self-
attention mechanism to learn spatial relations in the time
domain and, thus, can distinguish different sound events.

The input of the TDOA model is 2-ch audios of all
microphone pairs; thus, there should be multiple learnable
TDOA features given all microphone pairs. The multiple
learnable TDOA features go to the next step: estimating
DOA:s.

The DOA estimation model. The combination of TDOAs
of all pairs given the microphone array corresponds to
the specific DOAs; thus, we can estimate DOAs from the
combination of learnable TDOA features. Our DOA estima-
tion model is designed to learn those relations between the
combination of TDOA features and the corresponding DOA.

Our DOA estimation model consists of four linear layers,
and the Sigmoid function computes the DOA predictions.
We utilize the binary cross-entropy loss between the DOA
predictions and DOA labels to train our models.

III. RESULT AND DISCUSSION

We tested our approach in the speech-oriented SSL, i.e.,
estimating DOAs only of speech sounds. We compared
our approach to the prior works [1] utilizing the existing
TDOA feature, e.g., GCC-PHAT [4]. By comparing to prior
works, we want to show the effectiveness of our learnable
TDOA feature. We utilize the SSLR dataset [1] recorded
from various conversations with additional noises. The SSLR
dataset is recorded by the 4-ch circular microphone array;
thus, there exist six microphone pairs in four microphones.

We utilize the evaluation metric proposed by [1], consist-
ing of MAE and ACC; they are the mean absolute error and
the accuracy of correct predictions, respectively.

We verify that our approach shows better accuracy for both
metrics than the prior work in Table. I. We observe that our
approach gives us a significant improvement, i.e., a 32.7 %
error reduction in MAE and a 2.1 % improvement in ACC,
compared to the prior work.

Those results show that our learnable TDOA feature is
useful for localizing sound sources. Our learnable TDOA
feature can be more helpful than existing TDOA features,
e.g., GCC-PHAT. Moreover, we verify that our learnable
TDOA feature efficiently considers semantic information.
Considering semantic information is important to localize
various speech in SSLR while ignoring additional noises.
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