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Abstract— We discuss the problem of learning in robotic pets
asking whether the core machine learning paradigm, namely
the optimisation of a bounded error function, is sufficient
in this context. In pet robots, it seems that the learning
process itself rather than the result of this process is the main
criterion for the quality of the interaction. Potential extensions
of the optimisation paradigm include emotional, self-organising,
and exploratory mechanisms to support desirable learning
capabilities of a robotic pet. We also propose a co-design process
that develops a personalised interaction experience and mutual
learning with active contributions from both robotic pets and
their owners.

I. ROBOTIC PETS

Animal companions provide various benefits to their hu-
man owners, from longevity and the prevention of coronary
heart disease to improved bonding within the family [1]. Pet
ownership can be particularly beneficial for children, as the
emotional attachments they form with pets can have positive
impacts on their socio-emotional development [2]. Owning
and caring for a pet can also help to develop children’s
understanding of biological concepts, such as inheritance [3].

However, there are many reasons that people do not keep
pets, including cost, the responsibility involved, unsuitable
housing, and allergies [4], [5]. Robotic pets appear a promis-
ing alternative but, despite the early success of Tamagotchi
toys [6], most pet-like robots do not reach the level of a
companion and are thereby limited to educational support
for children [7] or short-term interventions for older adults
in care settings [8], [9]. This is despite the potential that older
adults living independently see for a robotic pet to enhance
their social relationships [10], and it disregards the levels of
emotional attachment children show after brief interactions
with the robotic dog AIBO [11]. Robotic pets could also
be used to teach children (and adults) about various aspects
of pet care and appropriate behaviour towards animals. This
education prior to the ownership of a live pet, whether in
the home or through animal welfare education programmes,
would contribute to a reduction of animal suffering [12].

One of the most basic requirements for a robotic or live
animal pet is physical companionship. Companion animals
are animals kept for the purpose of companionship and com-
fort [13]. They include a broad range of species, from cats
and dogs to reptiles, birds, and fish [14]. Attachments can
be formed even with species that have limited capacity for
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social interaction [15], and a study comparing users’ feelings
of companionship between living, robotic, and virtual pets
found that living and robotic pets provided similar levels
of companionship, while virtual pets provided markedly less
companionship [16], suggesting the mere physical existence
of a pet can provide a framework onto which people may
project social connections.

For a strong sense of companionship to form with non-
human entities, requirements may include an appealing or
“cute” appearance [17], a high degree of animacy [18],
responsiveness [19], and emotional expression [20], [21],
[22]. On a higher behavioural level, it may also be desirable
for a robotic pet to provide some level of emotional support,
through attunement to the owner’s emotional state [23]. Ad-
ditionally, the owner may want the pet to display reciprocal
attachment, which can be realised by the pet’s behaviour
signifying interest and care, such as greeting the owner when
they return home [23]. However, each individual will have
different motivations and circumstances behind acquiring a
pet [24], so the detailed specification of the robotic pet
will be highly personal, and individual preferences and level
of understanding about animals will need to be taken into
account in the design. However, this does not refer a fixed
specification of an objective for a pet’s adaptation, as these
preferences are developing with the interaction or pet and
human, and will not be observable outside the interaction
that is to be designed to begin with.

One of the early studies on artificial pets proposes the
uselessness principle for their design [25]. It suggests that a
robotic pet’s primary function is not to provide any service to
its owner, thereby necessitating a radically different approach
to design compared to the majority of robots. The robotic pet
should be driven largely by its own goals and may ignore
orders that do not align with its goals. The author argues
that this autonomy is a necessary, although not sufficient,
feature for the development of an interesting and engaging
relationship [25]. In the years since, this idea has been refined
in the field of autonomous learning, and in particular in
self-motivated [26] and reflexive reinforcement learning [27],
skill discovery [28], and others, which we study in the
present project.

Recent developments in machine learning enable advanced
sensing, planning and action in robotics which we start
to appreciate in service robots, but we will argue that
an improvement of the information processing capabilities
together with increased performance and appearance will not
be sufficient to improve the acceptance of robots as pets.

We do not consider the implications of natural language
processing here which may be perceived as unnatural in



animal-like robotic pets and has been shown [29] to evoke
ambivalent responses in elderly participants, while non-
talking robots have a good chance to be perceived as
“beautiful” or “compassionate”. We also do not focus on
the question of quantifying the performance of robotic pets.
There exist subjective measures for people’s feeling of com-
panionship [30] or attachment to pets [31], but in future it
will be important to select or develop objective measures to
evaluate the performance of machine learning techniques, for
example, time spent with the pet.

II. MACHINE LEARNING FOR ROBOTIC PETS

Machine learning methods are yielding increasingly reli-
able results in tasks with a clearly specified goal, such as
path planning or face recognition. This is achieved by the
minimisation of a loss function over a data set, or, in the
case of reinforcement learning, the maximisation of a reward
average. Thus, the optimisation of an objective functions can
be seen as the main feature of machine learning algorithms. It
has even been claimed that it is possible to design algorithms
that realise in this way any form of intelligence [32], if
large data sets, complex computational architectures, and
sufficiently long learning times are realisable. Yet, we argue
that it may not be enough to control a modest pet-like robot,
where the eventual result is unimportant.

Although efficient algorithms can achieve few-shot learn-
ing or use transfer learning to generalise learned behaviour
to new domains, and may produce results comparable to the
expectations one might have in an animal pet, it seems that
learning success is less important than familiarity, reliability,
and some level of creativity. The owner tends to value the
time spent with the pet, which is at least partially due to
the process of learning itself being more joyful and more
important than the final performance of the system.

Error minimisation is, nevertheless, an important com-
ponent in some of the vital functions of a pet robot as a
product, for example, in order to provide basic behaviours
(similar to natural traits in a pet animal) and to implement
safety regulations. The application of reinforcement learning
on a high level, for example to improve user satisfaction,
increase engagement duration, and uninterrupted function,
is non-trivial, because the exploration of the vast space of
potentially useful behaviours requires strategies that need to
be designed as well. Therefore, there is a need for active
learning mechanisms that can enable a pet robot to find
intrinsic motivation to guide reinforcement learning, which
can improve smoothness and predictability of movements
and supports versatility by skill discovery.

It should also be noted that the unsuccessful execution of
a new skill by a pet robot can be appreciated by the owner
as it can appear as an intention to learn, to cooperate in this
learning process that may be considered as rewarding also to
the participating human. This support of the robot’s progress
by the human can be considered as a goal of the robot’s
learning, such that the cooperative active learning process
is characterised by mutual guidance and support. Likewise,

exploratory behaviour will be seen as an attempt to gain in-
formation, which can be expected to be fancied in particular
if the pet shows a tendency to explore the repertoire of the
human. However, to keep user interaction at an acceptable
level, it may be suitable to include also emotional dynamics.
This has the additional benefit that it can help to supervise
the system that is driven by various sources of information
in various subsystems. So, a supersystem that monitors the
learning progress and the state of the interaction would be
useful. This emotional system complements the body of work
that has been spent on the recognition and emulation of
emotions by the robot. It also provides the drives that control
flexibility and adaptability in the learning system that in this
way realises a form of self-organisation which, however,
deserves further study. It will also support a personalised
experience by including sensitivity to a suitable amount of
co-operative engagement which needs to be included as a
design feature in the pet robot’s control strategy.

III. LEARNING IN PETS AS A CO-DESIGN PROCESS

The development of abilities in a robotic pet should reflect
the preferences of the human, but it is not a task to be
imposed on them. Instead, the opportunity to continuously
adapt the behavioural design of the robot should be given to
the human. This and the complementary task of the robot to
engage with human, leads to the idea of a co-design process.
Co-design is known as a design process where all members
contribute in the design process as equal collaborators in a
way that fuses optimally the expertise of specialists with the
problem-awareness of the users, care-givers, technicians, and
other relevant stakeholders. Co-design is common practice
in many fields, see e.g. [33], but is considered here a mode
of interaction to be realised not between groups of people,
but as a dominant mode of human-robot interaction between
a pet robot and its owner. This co-design process can be
seen as a maturation process that includes various learning
processes rather than being simply a learning process itself.
Its realisation would include the following points.

Robotic pets are sold with pre-trained sensing capabilities
and a few basic behaviours, in other words, the robotic pets
arrive in an immature state. After a period of interaction with
the environment and the human, the robotic pet gradually
grows and develops a unique behavioural organisation, based
on the learning experiences they share with the human
owners. Research in robotic pets will thus focus on design
of co-design which will include the following features.

a) Error tolerance: In contrast to general machine
learning that suppresses errors, the maturation process em-
braces errors which are expected in two ways: In the explo-
ration and self-motivation scenario in reinforcement learning,
errors are expected and drive robotic pets. In regard to the
use of robotic pets as an entertainment companion, they are
allowed to produce slips now and then. Thus, referring to
the ‘uselessness’ or ‘cuteness’, some errors, for example in
locating owners, could make them appear more alive.

Prior research has shown that forgetfulness might enable a
more natural and believable attachment bond between human



and robot companion [34] as opposed to choosing selected
“error” behaviours to incorporate, taking thus more holistic
view of error tolerance.

b) Personalisation: Individual difference are encour-
aged in a relationship. With the underlying subjective view,
personalisation enriches the human-robot attachment. During
the process of maturation, the human-robot interaction be-
comes more and more specific. It represents a challenge for
the behavioural organisation in the robot. In addition to the
activation of behaviours by trigger stimuli, any autonomous
behaviours need to be grouped according to sequentiality,
intended state changes, and context. Although this meta-
organisation of behaviour can in principle be learned as
well, it may be advisable to provide the robot control
architecture with an expressive structure that will become
partially inhabited during the maturation process.

¢) Active learning: During the maturing period in an
individual setting, each robotic pet experiences different
interactions and uses any learning successes in the search
for new learning data. Thus, in contrast to the assumptions
in machine learning, the data sets do not only vary case
by case, but are also essentially nonstationary. This leads to
complexity and difficulty in the implementation of capturing
and defining states or events. Moreover, although robotic
pets have access to an enormous number of data during
their life, data sets for a specific task are comparably small,
which further increases the learning difficulty. However, as
errors are not to be avoided, this technical limitation can be
experienced as part of the character of the pet.

d) Mutuality: It is not only the robotic pet learning
from its owner. Also, owners learn from their robotic pets.
This happens while the owners spend time and effort to
understand, interpret and control the robotic behaviours. In
this way a mutual interaction is formed which is more
engaging for the human owners than the mere operation of
a machine. Learning in robots and humans works differently
in many respects, and it is critical for the robot to be able to
access the superior capabilities of humans to adapt. This is
possible as demonstrated by the success of computer games.

The implementation of these principles is obviously not
straightforward, but can include advances in various fields
of machine learning incorporating active learning, imitation
learning, transfer learning, reflexive reinforcement learning,
and other methods, however, with standards implied by the
enjoyable interaction during the learning process, the ac-
ceptance of characteristic errors and inconsistencies on both
sides, and the development of mutually agreeable repetitive
behaviours that would appear as joint rituals.

An evaluation of the quality of a robotic pet as char-
acterised here, would primarily be based on the statistics
of the rating of the human user experience. For a more
objective account, the duration of daily interactions, and
the development of interactions over time can be measured.
Beyond this, the complexity of the robotic behaviours can
be monitored in pilot cases and information-theoretically
analysed. An increase in behavioural complexity with a
simultaneous increase of predictability can be seen as in-

dicative of a rich and reliable companionship. It is expressed
by the concept of predictive information [35] which, in
addition to other applications, has been proposed to enable
autonomous learning.

IV. DISCUSSION

The project that is described here is still in the making,
but it is important to reconsider the principles of the design
of a pet robot and to contrast it to the design goals of control
architectures of other types of robots. In this way, we can
create a niche for a new species of robots that benefits from
a symbiosis with its human companions just like the human
owners benefit from the robotic companions. Although full
functionality of the envisioned pet robot seems a long way
ahead, it is still necessary to consider the risks and limitations
of this research.

Robotic pets, in particular in applications with elderly
persons [8], [9], have been promoted for the purpose of
monitoring health, learning progress, and safety, although
there are reports of negative side effects of the purposeful
sneaky usage of the robot in place of a pet [10]. Similarly,
one may object that a fully-functional robotic pet might
create a dependency in the interacting human which would
not be excusable, unless there is a necessary purpose for the
presence of the pet in the private domain of the human.

If the robotic pet is used for preparing a (young) person to
the responsibilities of owning an animal pet, then any risks of
the interaction are contained and will typically be monitored
towards the decision of acquiring an animal pet. Likewise,
as a temporary companion such as under the conditions of a
lockdown or hospital stay the benefits of a robotic pet would
outweigh the risks in most cases.

Limitations of the proposed approach consist in the con-
ceptual problem that the robot has no intrinsic need to
interact with humans, i.e. the interactive behaviour needs
to be explicitly rewarded within the robot’s behavioural
module. It may be possible for the pet robot to find out that
the interaction does support its intrinsic motivation towards
behavioural learning, but then the problem is shifted towards
a will to learn. Also, at some point learning progress will
saturate due to the limited capabilities of the robot, so that
this motivation will diminish.

A related point is the limited function of current hardware.
In order for a robot to show impressive behaviour, appro-
priate hardware needs to be designed, which is beyond the
control- and learning-related approach taken here. Needless
to mention that here lies much potential for trainable hard-
ware, analogous to muscles, bones, and energy consumption
that are known to respond to training in animals.

Although beyond the scope of the present paper, we also
need to consider the use of bio-degradable materials, sustain-
able power sources, as well as minimal-impact behaviours in
natural environments.

More generally, the research circumscribed here may
be a important component in autonomous robots although
probably in combination with trustworthy mechanisms that
guarantee a minimal function and limit any risks. It may as



well be useful in setting a scope for the modelling of animal
behaviour.

V. CONCLUSION

We discussed the appropriateness of the machine learning
techniques for different aspects of robotic pets and concluded
that although the machine learning paradigm performs well at
sense-and-act levels, it may be too narrow at intentional and
cognitive levels. We arrived at the proposal of a co-design
learning process for robotic pets, resembling the process
of maturation, that cannot simply be learned from rewards,
but needs to be accommodated by the design of interaction
modes that is an essential part of the design of robotic pets.
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